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I.
Introduction and Workshop Goals

On October 14, 2010, the National Institute on Aging (NIA) Division of Behavioral and Social Research (BSR) held a workshop in conjunction with the 2010 Society of Neuroeconomics Meeting in Evanston, Illinois, to explore the use of candidate measures of economic phenotypes derived from both laboratory studies and large-scale surveys that share the goal of understanding the core components of economic behaviors. The purpose of the workshop was to integrate approaches from psychology and neuroeconomics with survey research methods for measuring aging-relevant economic behaviors, traits, and outcomes.  A long term goal is the development of a toolkit or battery of tests for measurement of economic phenotypes to enhance the links between laboratory and survey science and provide a foundation for genetic studies of fundamental economic behaviors. This activity complements the series of meetings examining how the Health and Retirement Study (HRS) can incorporate genetic approaches in analyses and what can be done with publicly available data. 
NIH has been driving efforts to create toolkits in a variety of assessment domains offering validated, brief, standardized measures that researchers can incorporate into large-scale surveys or clinical trials; the toolkit can be inserted or removed from particular surveys resulting in comparable data across various studies. No such toolkit for economic phenotypes exists.  As NIA advances efforts to incorporate genetic analyses into behavioral and social surveys on aging that include a wide range of health and economic data, the time may be ripe to begin development of a set of common measures based on emerging understanding of basic processes associated with economic decision making, reward processing and motivated choice.

NIA is one of the larger U.S. supporters of academic research in economics. The Division of Behavioral and Social Research supports a variety of initiatives aimed at integrating economic approaches with those from neuroscience, psychology, and genetics. Areas that need further study include understanding constructs of motivation, self-regulation, and aspects of personality, such as conscientiousness, that have known links to important life course outcomes, including educational attainment and longevity, but where the mechanisms accounting for those linkages are not well understood.  The current meeting aims at an accurate parsing of affective, cognitive and behavioral subcomponents of economic behaviors into those that account for reliable differences on economic tasks and real world outcomes.  Neuroeconomics and decision neuroscience  offer insights into neurobiological processes associated with fundamental behaviors involved in motivated choice. The identification of phenotypes that are clearly linked to neurobiological systems opens the door for genetic analyses in large scale studies, such as the HRS, that are collecting genetic data alongside behavioral and economic data.  Moving forward, harmonizing and coordinating multiple studies to obtain sample sizes with hundreds of thousands of observations  may be required. This long-term effort may span 5 to15 years. 
This report highlights the main points from the meeting presentations and discussion, with particular emphasis on identified gaps and future priority areas. The meeting agenda and final list of attendees are included as Appendices A and B.  The first set of presentations offers perspectives from population-based studies that have incorporated measures of affective and cognitive phenotypes, alongside measures intended to probe decision-making parameters, and that have sample sizes that permit exploratory analyses of genetic associations.  The second set of talks brings to the table issues and challenges in working across levels of analysis from genetics, to neural systems, to behavior.  The third set of talks considers what we should count as a basic economic phenotype.  What have we learned from studies of risk-taking, inter-temporal choice, self-control, and reward processing in humans that sheds light on the appropriate level of behavioral granularity needed for understanding individual differences in economic behavior?  From there, what is known about the relation of these fine-grained phenotypes to real world outcomes of relevance to aging, particularly in health and economic domains?  For example, what do we know about the extent to which particular behavioral and neural measures correlate with one another, and, in turn, with some real world outcome of interest, such as savings behavior, health behaviors (e.g. dietary self-control), or occupational success.  
Background papers from speakers at the meeting, laying the foundation for these presentations, are available in a separate document. 

II.
Survey and Panel Data on Economic Phenotypes
HRS GWAS: New Opportunities in the Health and Retirement Study

David Weir, PhD, University of Michigan

The HRS is based on a nationally representative sample of the U.S. population aged 50 years and older (plus spouses), with an oversample of African- and Hispanic-Americans. This longitudinal study is multidisciplinary in content, designed for public use, and experienced with the handling of restricted-access data. Although data collection began in 1992, it was not until 2004 that a series of discussions began about including genetics information. The 2005 renewal application (requesting funding for the 2006 to 2011 period) proposed the collection of biomarkers of current health as part of the in-home interview, including DNA collection extracted from saliva samples, but no funds were requested for genotyping or analysis at that time. The biospecimen collection began on the first half of the sample in 2006, and followed on the other half in 2008. Meanwhile, there was ongoing discussion with NIA staff, the NIA HRS Data Monitoring Committee, and co-investigators about what studies to perform on the collected DNA. The HRS preferred the genome-wide scan approach over the model used by the English Longitudinal Study on Aging (ELSA) that allows researchers to access DNA to do their own genotyping. Given that the HRS saliva samples provide a very limited amount of DNA, the genome-wide scan approach seemed to be the most effective way to maximize information gained by researchers from the genetics data. 

With funds from the American Recovery and Reinvestment Act, the HRS was awarded grants to genotype using Illumina million-SNP (single nucleotide polymorphism) chip on 13,000 samples in repository from the 2006 and 2008 waves, and genotype an additional 7,000 samples collected in 2010 and 2012, including the large new oversample of minorities. The HRS has since upgraded the genotyping platform to the Illumina 2.5-million-SNP chip (now costing approximately $500 each), which covers all SNPs with a minor allele frequency of at least 5 percent and accords better coverage of genetic variation in African-origin populations. In principle, the HRS seeks the most advanced chip for the same price without affecting comparability to other platforms.
The 2006 DNA samples are now at the Center for Inherited Disease Research (CIDR) and have undergone “pretesting,” while DNA is being extracted from the 2008 specimens. Statistical cleaning will be done at the University of Michigan by Sharon Kardia and Michael Boehnke. The first set of data (13,000) will go to the database of Genotypes and Phenotypes (dbGaP) probably by mid-2011. The 2010 samples will be delivered to CIDR probably in mid-2011 and the 2012 samples in early 2013.

The HRS encourages use of its genetic data while protecting the confidentiality of participants. The dissemination model proposed by the HRS is to use dbGaP as the primary point of distribution of the genotype data, accompanied by very limited phenotype data. The HRS holds the key to linking dbGaP identification numbers to the HRS public identification numbers, and users would require a restricted data agreement to obtain the key to link to the public data, just as a restricted data agreement is needed to link to Centers for Medicare & Medicaid Services or Social Security Administration records.
Weir discussed the risks associated with data dissemination. Although dbGaP has restricted access, it is outside the HRS’s control. Genotype information is potentially matchable to other sources of genotype information; this is rare now but perhaps will not be in the future. Phenotype information is potentially matchable to public data, so it must be limited and carefully selected before being placed in a public database. 
Weir presented demographic information on the samples at the time of collection. The age range was heavily mid-50s to mid-70s, but there was also a substantial number over 80. An addendum will boost the younger age group and double the number of African- and Hispanic-Americans in the sample (an additional 50 percent to total). The HRS has had good response by respondents, including cooperation with physical performance measures and dried blood spot assays for metabolic measures.

The HRS is a survey designed to address issues about aging and economics with a focus on downstream measures (i.e., income/wealth, consumption data, portfolio mix, and retirement decisions). It includes a great deal of experimentation on preference parameters (i.e., risk aversion, time preference, trust) and the Neuroticism-Extraversion-Openness (NEO) Personality Inventory, which includes openness, conscientiousness, extraversion, agreeableness, and neuroticism.
In trying to match genotype and phenotype successfully, the best success is likely with a phenotype closely linked to obvious biology and easily detected using lab-based methods. Genetic imprint studies that do not evaluate known candidate genes require huge sample sizes and replication. Gene expression is important and likely to be modified by environment; however, people seek particular environments that reflect how they respond to environments. Measuring environmental influences on complex behaviors requires invasive biological assays on brain tissue or examination after death. More complex statistical models and more data are required to account for modified gene expression. Demands for statistical power require that large-scale surveys find reasonable substitutes for lab-based phenotype definitions and for environments that shape gene expression. Surveys have not been doing this, yet future decisions about survey approaches are expected to be influenced by the genotype-phenotype associations.

Discussion

The possibility of using simple and direct economic games was discussed. Senior citizens tend not to like gambling games; alternative approaches are needed that will work in these situations. Another approach is to promote greater integration between field survey research and laboratory research. For example, it would be helpful to determine to what extent item-response theory (IRT) measures are appropriate for distilling game behavior into surveys and what items have predictive power for real-world outcomes. The possibility of using a balloon pop-up or some variant of David McClelland’s ring toss during the laptop interview portion was mentioned.
 Expert panels and focus groups may be able to identify potential issues and determine how to extend this approach to certain populations.
Weir explained that the HRS is at its core a biennial interview about health and economic circumstances that begins with a face-to-face interview and a phone follow-up. There has been about an 80 percent response rate for added mail surveys between contacts. In the 2006 split sample, half is administered as a face-to-face interview that has an array of cognitive measures, and memory, added numeracy, and intelligence tests as part of its core. The leave-behind questionnaire portion was used to measure personality and social stress. A separate project includes an Internet survey typically administered in off years between main surveys. The Internet survey population is highly selective (e.g., age-biased, more likely younger and more likely college educated). It represents a subset of HRS individuals of close to 4,000 participants. 
Participants discussed the lack of a simple descriptive observational study of middle-aged and older people in terms of developmental taxonomy of economic decisions or non-decisions broken down by day, week, or month, including who makes decisions, how decisions are made, and when decisions are avoided. Weir clarified that the HRS does not measure decision-making, but rather downstream outcomes, and relies in part on story mechanisms (i.e., “if X happened, then what would you do?”).
The HRS is the leading flagship of a group of studies, including ELSA and the Survey of Health, Ageing and Retirement in Europe (SHARE), working to harmonize measures and develop opportunities for large samples with comparable measures. 

Experience from the German Socioeconomic Panel: Pre-panel for Experimental Testing; Genetic Approaches

Bernd Weber, MD, University of Bonn

The German Socioeconomic Panel (GSOEP) is similar to the HRS. It is a large, household-based longitudinal panel that began in 1984 and includes an oversampling of German minorities. New East German samples were added during the reunion; the sample was increased again in 2000 and 2001. By 2009, the sample consisted of about 25,000 individuals, aged 18 years and older, and their children.
 In 2005, the GSOEP initiated a pretest sample of 2,135 randomly selected adult subjects to try new methods, such as game playing. The study introduced genetic sampling on a smaller scale (250 subjects) in 2008 using DNA extracted from buccal swabs. Given a video demonstration and written instructions, interviewers were able to successfully convince subjects to consent to a buccal swab; however, this may not be the best method of collection for genotyping. The majority of interviewers reported buccal swab collection to be very easy (36 percent) or easy (59 percent), but 32 percent of interviewers found it very difficult to persuade respondents to participate in the collection of buccal swabs.

There is a great deal of data available within the GSOEP: socioeconomic, trust, risk, and health issues, as well as information concerning the NEO Personality Inventory and well-being. In addition, the pretest sample that included games provided data on temporal discounting and more data on risk.

Analysis of sample attrition revealed a slight selectivity in that people who were less risk-averse were more willing to supply genetic material. The quality of the collected DNA is sufficient for genotyping. Having the interviewer collect the DNA was successful despite mild selectivity and attrition. Repeated measurements allow for investigation of stability and variability in behavior and questionnaire responses, and reduction of error in phenotype measures.
The future outlook includes developing an economic preference module on a larger scale to measure risk, time, and social preferences. Paid experiments would be ideal, but they are often unfeasible because they are prohibitively expensive, complicated, and administratively difficult. Survey measures are easier to obtain but are not incentivized, which raises issues of reliability. The solution currently being pursued is to develop a substitute to running incentivized experiments by constructing a preference module (i.e., a toolkit) that consists of a set of survey items that have been shown to predict behavior in controlled and incentivized experiments. Previous work using the GSOEP has demonstrated that such measures are powerful predictors of economically and socially relevant behaviors.

The methods for this strategy will involve recruiting 400 subjects from the university population, which unfortunately is unlikely to be representative of the national population, to take part in both economic experiments and a survey to obtain each type of measure at the individual level for risk, time, and social preferences. Weber and his colleagues expect to report individual raw correlations with experimental measures as well as the R-squared resulting from unweighted ordinary least squares regression of the experimental measure on the three suggested survey measures. Data collection is scheduled for November and December 2010, and the plan is to present the preference module in January 2011. Weber provided an example of the experiment and survey items for time preferences. Future plans include using the new preference module in larger, representative samples, including genetic material, and inviting participants to undergo neuroimaging as well.
Discussion

Discussion centered on the non-representative sample being used to test the preference module and related concerns about generalizability. Weber explained that this is an initial design that is budget-constrained with the goal of expanding in the future. Starting with a non-representative, student-based sample will allow for easier control of subjects and further refining of experiments and survey questions before implementing on a larger scale. The goal is to have five questions for each preference that have good prediction of behavior and that can be used in more representative samples. The future plan is to collect a quasi-representative sample from 500 to 1,000 subjects in Bonn and include neuroimaging and functional measures.

It will be important moving forward to obtain a more representative sample, especially in terms of age, in order to accurately assess questions about retirement and how pressures related to retirement change as a person ages and how this impacts their decisions. 
Incorporating Measures of Decision Making with Genetics and Neuroscience in the Rush Memory and Aging Project
David Bennett, MD, Rush University Medical Center

The Rush Memory and Aging Project (MAP) began enrollment of older persons without dementia from northeastern Illinois in 1997 and has enrolled more than 1,450 to date. Subjects agreed to annual cognitive and motor testing and blood draws, and the donation of their brain, spinal cord, muscle, and nerve at the time of death. MAP investigators document risk factors at baseline, follow participants over time, and model how what is seen in the brain at death accounts for the relation of genetic factors and risk behaviors to adverse health outcomes (such as disability, mild cognitive impairment, dementia, physical frailty, Parkinsonism, stroke).

A behavioral economics survey (N=427, to date) and structural and functional imaging (N=338, date) were added to MAP in 2008 and a decision-making survey was added in 2010 (N=433, to date). To date, 22 brain autopsies have been conducted on persons who completed the behavioral economic survey.

Data collection of the additional surveys in MAP has been informative and has resulted in the adjustment of methods and approach over the years to better accommodate the elderly population. The age range of participants is 65 to 103 years. All data collection is done via home visits; participants were unable to complete tasks successfully in a pilot study using a drop-off approach. Many participants, even those without cognitive impairment, had difficulty completing the tasks; in response, questions have been changed, rephrased, and simplified. Many of the participants did not like tasks that resemble gambling and would respond with “I don’t gamble.” Other sets of questions, e.g., risk aversion and temporal discounting, generated uniform responses which required the development of some novel statistical approaches in order to keep all participants in the dataset for analyses. Other simple improvements included making items shorter, rounding numbers to whole dollars, and the use of show cards (visuals). We also incorporated time stamps to generate another layer of data in addition to actual responses.

Risk aversion was found to be related to cognition, age, and gender. In a resting fMRI study, subjects that scored high in risk aversion showed greater connectivity of ventral anterior cingulate cortex (vACC) and right orbital frontal regions; those that scored low in risk aversion showed greater connectivity of vACC with bilateral superior frontal regions. 

MAP uses the Affymetrix Genechip 6.0 for genetic testing; about 750,000 SNPs on 891 individuals have passed quality control. Another round of genotyping is planned; 2.2 million SNPs already have been imputed using HapMap and another approximately 6.6 million SNPs will be imputed using the Markov Chain–based Haplotyper (MaCH) method and reference haplotypes generated by the 1000 Genomes Project, with the goal of having genomic data on potentially everybody in the study.

MAP has documented various pathologies in the 22 subjects’ brains with the behavioral economics survey including Alzheimer’s disease pathology (100 percent), macro- and micro-infarctions (40 and 30 percent, respectively), cortical lewy bodies (10 percent), lipohyalinosis (15 percent), amyloid angiopathy (20 percent), and atherosclerosis (15 percent). All of these pathologies cumulatively contribute to cognitive impairment, and they are seen throughout various regions in the brain, including those regions involved in decision-making.

MAP is also now obtaining epigenome-wide DNA methylation profiles generated using the Illumina 450K Infinium Methylation BeadChip, which is currently in the production pipeline, from post-mortem dorsolateral prefrontal cortex and ante-mortem CD4+ cells. The MAP investigators also have been funded to generate epigenome-wide histone acetylation profiles from dorsalateral prefrontal cortex samples using the Illumina HiSeq 2000. Illustrative data from three subjects demonstrate histone binding peaks overlapping the clusterin (CLU) gene, which is a gene associated with Alzheimer’s disease.

Discussion

MAP has access to lymphocytes and will be able to do CD4+ methylation to match blood to brain at one time point as well as over time. The current plan is to focus on the dorsolateral prefrontal cortex; however, future plans include a wider survey of other regions of the brain.

The second version of the survey added a question after each health and financial literacy question, asking how confident the respondent is about his or her response. There are also questions to ascertain how much help the respondent receives from relatives, friends, or social media in managing his health and finances and making related decisions.

A question was raised about understanding the participants’ larger goals—for example, are they trying to become wealthier or conserve what they have, or are they not concerned about economic issues? It seems it would be important to understand what they are trying to maximize and minimize overall. MAP has a variety of experiential well-being measures but does not currently address this issue directly.

Participants discussed the implications of constraints of the sample selection for MAP on the overall goal of examining those who age with and without cognitive impairment. Initial selection involves subjects without dementia who are willing to sign an anatomical gift act, but these are the only constraints. The possibility was raised that measures of early decision-making may be predictors of later dementia. Subjects may have been making poor decisions 20 years ago, but MAP will be able to look at changes in decision-making over time and will be able to determine if pathologies are driving poor decisions. MAP employs a fairly liberal definition of dementia; it is possible that decisions of those with significant dementia are degraded by underlying Alzheimer’s disease or infarctions. Right now MAP has only examined 22 brains with the decision making survey, but over the next few years, it will be able to examine this question more fully with more brains.

Discussions at the NIA Cognitive Aging Summits (October 2007 and October 2010) have indicated the need to examine decision-making and brain structure earlier in the life course to determine if there is a trajectory of poor decision-making seen at an early stage that could predict later cognitive decline. A sample in the age range of 35 to 65 may be able to provide information on this question. Amyloid imaging can now be done at earlier stages, and macroscopic infarctions can be seen from structural MRI.

Delay discounting tasks are traditionally used to show poor decision-making, but these tasks also can be used to compare decisions that are qualitatively different. The literature on delay discounting is slim; there is more of a focus on appetitives. Delay discounting questions also can be considered a comparison between avoiding a small but certain punishment now versus an uncertain larger punishment later. These comparisons probably would not be appropriate when asking people in earlier life stages (i.e., college students) about something that may occur in their 60s, but more appropriate for adults in middle-age or later. Another interesting question for the MAP sample, because the subjects are in the study until their death, is to determine how long people think they will live and how that belief influences their behavior. 

The findings of cognition and risk tolerance correlations are fairly general. Most questions that try to assess risk tolerance involve comparing a certain outcome with a potential outcome. This type of risk aversion test is also evaluating underlying cognitive ability. The challenge is to create questions that neutralize this and compare two outcomes with variance; it will be important to find less cognitively based measures so as to only measure risk aversion. This is a problem with many of the measures. In the HRS study, there was a lot of lumping on secure outcomes (people who never took the risk), and in MAP there was lumping at both ends (people that never took the risk and people that always took the risk).

Another interesting aspect to consider is the interaction between personality and cognitive financial decision-making, which MAP is funded to do. There might not be a great deal of variability among those with low cognitive ability, but more variation among those with higher cognitive ability. An alternative is that as people lose cognitive ability, some personality and decision-style factors may play a larger role in decision-making to compensate for degradation of cognition. Not everyone declines the same way. Not many studies have been able to look at the interaction of the components rather than each factor independently. MAP straddles the HRS-type survey and laboratory study, which makes it easier to incorporate laboratory tasks into a survey of this size. Not many studies outside of the HRS have these measures for a similarly sized sample. 

Participants discussed how subjects’ current financial situation provides a context within which they make active decisions. For example, a person who is outliving his money may make a decision to purchase an annuity. MAP does ask income and wealth questions, but it has found that some subjects are running out of money, particularly in light of the recent economic decline, and some had to move as a result. 

Economic Phenotypes: Opportunities for Assessment Online
Eric Johnson, PhD, Columbia Business School

The Internet offers an opportunity to gather data on economic phenotypes in ways that would not otherwise be possible. Using the Internet to conduct neuroeconomic research has several advantages. It affords increased variation across many demographic variables, a decreased cost of administration (fixed costs for development are higher, but variable marginal costs per user are lower), and it allows for the use of intermediate measures (i.e., time stamps, how long the mouse hovers over a choice), adaptive methods (i.e., response to a previous question informs a later question), multiple waves, and cognitive training games. 
However, challenges must be considered, including basic measurement concerns related to reliability, divergent and convergent validity, and predictive validity. Internet samples are not as representative as the HRS sample, but they are better than convenience samples obtained in a laboratory setting. More than 80 percent of Americans have a computer, and 92 percent of those with a computer have Internet access. Individuals earning less than $25,000 and those over 65 years of age are underrepresented, but that can be addressed by testing on-site and with the use of mobile devices.

Johnson provided examples from a case study that consisted of four questionnaire waves. The participants were drawn from a 52,000-person panel. Wave 1 included 632 participants; 516 participants finished Waves 1 through 3, and one year later, 336 participants completed Wave 4 for an assessment of test-retest reliability. The questionnaire included an extensive series of cognitive measures (i.e., loss aversion, inter-temporal preferences), economic phenotypes (trait-like properties of decision-making), and a memory-based view of preferences (query theory). Johnson and colleagues were interested in properties of loss aversion and inter-temporal preferences. In comparison to the U.S. population, the sample is younger and more educated. The younger participants are more closely representative of the U.S. population; the older participants, aged 60 to 82 years, tend to be higher functioning than their counterparts in the same age range nationally.
Most decision-making research is done between subjects. Multiple waves of Internet questionnaires allows for within-subject measures of basic decision-making, making it possible to determine across multiple contacts if an individual shows an option frame or an anchoring bias. Decision-making measures have multiple items, some with and some without low or high anchoring. Johnson and his colleagues assessed the effects of item, order, and item-by-order interaction as well as the reliability to determine the existence of a “trait.” Cognitive measures included number series, a cognitive reflection task, numeracy, Raven’s progressive matrices, and literacy. 

Johnson shared one example of a cognitive measure, a game-based flanker task. The game is highly motivating and allows for standard analysis of fluid reasoning (Gf) and crystallized intelligence (Gc). The analysis reveals four factors: Gf, Gc, response speed, and inhibitory control. There is almost a full standard deviation difference between younger participants (higher scores) and older participants (lower scores) on the Gf measures. The opposite is true for Gc measures: older participants have higher scores and younger participants have lower scores. Older participants also performed poorly compared to younger participants on speed and inhibitory-control measures. In summary, it is possible to accomplish many laboratory-type research tasks via the Internet. 
Participants’ decision-making traits, or economic phenotypes, were assessed in the areas of loss aversion, inter-temporal choice (impatience), anchoring, and option framing. These measures were chosen because they have been shown to influence economic decisions. Reliability results indicated high correlations among the items measuring loss aversion, moderate correlations for inter-temporal choice measures, a weak correlation for the two option-framing measures, and no discernable correlation for anchoring measures. No relationship was found between loss aversion and impatience. Impatience was measured through a standard titrator, or what economists call a price list (i.e., $50 today versus various higher amounts in three months). This is the standard method for experimental economics and survey research. Except for one correlation, the anchoring measures produce a good-fitting model. Results indicate that time preference, even as narrowly defined for these measures, and loss aversion have trait-like status.

Johnson next described current efforts to create adaptive measures of economic phenotypes with a 40-item adaptive tool that can measure two parameters of time preferences (Beta and Delta) and three parameters for risk preferences (Lambda, Alpha, Sigma) that describe Cumulative Prospect Theory. This tool uses the participant’s response to a previous question to modify the next question. This method is superior to price lists for predicting real-world economic outcomes. In an analysis of the parameters for participants who obtained mortgages since the year 2000, those with “underwater” mortgages were much more likely to be present-biased and have lower discount factors (more impatient).
The Internet presents many opportunities for economic phenotype research. There are opportunities for shared toolkits of cognitive and economic phenotype tests that are more game-like with built-in motivation. Obvious phenotypes for further study include loss aversion and inter-temporal choice. The ability to use adaptive measures is key. It is more reasonable to develop reliable measures rather than devote resources to administering unreliable measures. An understanding of how answers are generated is required, particularly for inter-temporal choice measures, because response mode matters. For example, if people are asked to delay, then they are more impatient than if they are asked to accelerate consumption. 

Discussion

Participants discussed possibilities for real-world delay discounting questions similar to those presented about the underwater mortgages, such as investing in higher education or insurance, with the goal of mapping that information onto real data. It is a challenge to create and insert short 15-minute questionnaires into larger institutional data-collection activities because there is little incentive for institutions to do so. Johnson spoke about an opportunity he had to add simple discounting and loss aversion questions to a large-scale macromedia survey that asks for self-reports on many economic variables; he will have those data in November 2010. It is a challenge to collect both questionnaire data and behavioral data in the same instrument. 
Another possibility for a research market is to apply for NIH Small Business Innovation Research (SBIR) grant funds. This may be particularly useful for small businesses to develop and produce game-like research tasks that might be familiar to older people (i.e., Monopoly, Chutes and Ladders).

III.
Genetic Approaches to Studying Economic Phenotypes: from Genes to Brains to Behavior to Populations
Critical Steps for Linking Genes to Brains to Behavior

Turhan Canli, PhD, Stony Brook University

Canli discussed his present interest in integrating behavioral, neural, and genetic components of complex traits using the serotonin transporter (5-HTT) gene as exemplar. He began by summarizing developments in the field of neurogenetics starting with the seminal study in 1996 by Lesch and co-workers, which showed a relationship between anxiety-related traits and a polymorphism in the promoter region of the 5-HTT.
 A long (l) and short (s) variant of the region characterized by repeated noncoding elements had been identified. Accordingly, this polymorphism, called the serotonin transporter gene-linked polymorphic region (5-HTTLPR) was evaluated in healthy human volunteers, and a positive association was detected for the behavioral traits of neuroticism. Subjects (N=505) in the Lesch study who expressed 1 or 2 allelic copies of the s form of 5-HTTLPR had higher scores for neuroticism as measured on the NEO Personality Inventory as compared with those who expressed only the l variant.
 
Subsequent replication studies have produced conflicting results, perhaps reflecting the diversity of personality questionnaires used, lack of statistical power, or use of extreme scorers, or the limitations of associating genes of small effect sizes with complex traits, making for a “messy literature” in the behavioral sciences concerning the role of 5-HTTLPR in behavior. In addition, the potential influence of the genetic variance on neurochemistry as measured by 5-HTT binding was not supported in vitro.3 Canli described additional experiments reported by Hariri and others that confirmed a correlation between the l and s variants of the 5-HTTLPR polymorphism and brain activity.
  Blood-oxygen-level dependent (BOLD), functional magnetic resonance imaging (fMRI) was used to explore the relationship between 5-HTTLPR genotype and the response of the amygdala to fearful and angry facial expressions stimuli. Subjects (N=28) were grouped according to the presence (s carrier group) or absence (l carrier group) of the s form and given a perception task that required them to match the facial affect displayed (angry or afraid) of a probe stimulus to one of two target stimuli. The control task involved visual-spatial matching of oval shapes. There was a strong activation of the amygdala in response to the faces, relative to oval shapes. Direct comparisons revealed a significantly greater response in the s carrier group than the l homozygous group (p<0.01). The results have been replicated in other imaging studies, although the effect size in subsequent replication studies was smaller than originally estimated. Furthermore, there was growing controversy surrounding the type of regulation conferred by variants of the region. Both phasic and tonic activation theories explaining the control of emotion and social cognition in the amgydala have been proposed.

Canli explained that the next step in integrating behavioral analyses with genetic components is to assess the contribution of genes to individual differences in behavior. Only a small degree of genetic variance in anxiety-related behaviors can be attributed to 5-HTTLPR, and genome-wide association studies (GWAS) might be useful for identifying additional gene candidates that account for the “missing” heritability. However, several GWAS studies thus far have failed to produce replicable evidence of any other candidate genes.

A report by Manolio et al. noted that the observed heritability of many complex diseases has not been fully explained by genetic variations uncovered through GWAS, and cited several explanations for the lack of correlation such as larger number of variants with smaller effects, rarer variants with larger effects, or structural variations such as copy number variants and copy neutral variation. They also discussed how to make the most of existing and future GWAS, including attention to gene-environment interactions and the role of epigenetic variations.
 Focusing on the latter explanation, Canli reasoned that regulatory mechanisms affecting the transcription of DNA or the translation of RNA might contribute significantly to individual differences in brain structure or function, and thus to complex behavioral phenotypes. For the balance of the talk, Canli described three regulatory mechanisms that might affect expression of the 5-HTT gene: DNA methylation, alternative splicing, and microRNA (miRNA). 
DNA methylation occurs most at the number 5 carbon of the cytosine of a CpG dinucleotide. CpG dinucleotides comprise only 1 percent of the human genome. Philibert and colleagues reported the discovery of a CpG island upstream of the 5-HTT gene that, when methylated, was associated with reduced messenger RNA (mRNA) synthesis, but only as a function of 5-HTTLPR genotype.
 In vitro 5-HTT expression studies indicated a greater degree of the methylation of CpG islands in individuals with two copies of the s variant of the 5-HTTLPR, a lesser degree of methylation in individuals with two copies of the l variant, and an intermediate degree of methylation in heterozygous individuals. However, a later study by the same group, using four times the number of samples and a more precise method for quantifying methylation levels, failed to replicate this association, although it did demonstrate reduced mRNA levels as a function of methylation (independent of 5-HTTLPR genotype).
The relevance of 5-HTTLPR methylation in a behavioral/clinical context was explored by van Ljzendoorn and colleagues in a study of perceptions of unresolved loss in adopted individuals (N=143).
 The genotype of the 5-HTTLPR and density of CpG methylation were evaluated in cells obtained from peripheral blood. Results indicated that higher levels of methylation of the 5-HTT promoter were associated with an increased risk for unresolved responses to loss or other trauma in homozygous carriers of the usually protective l variant. Although these results seem provocative, the small size of the study and its lack of replication by others are limitations that require further examination. 

About 95 percent of all multi-exonic genes can, by alternative splicing, produce variant proteins that might have important functional differences.
 Work conducted at the Emory School of Medicine described alternative splice variants of 5-HTT mRNA in cells from the raphe nucleus, a long form coded by three exons and a short form encoded by only two of those three.
 The relevance of these heterogeneous sequences to 5-HTT, or to individual differences in brain structure and function and behavior has yet to be explored. 

MicroRNAs (miRNAs) are small RNAs, 18 to 24 nucleotides in length, which regulate gene expression. Instead of being translated into proteins, the mature single-stranded miRNA binds to mRNAs to interfere with the translational process. It is estimated that whereas only 1 percent of the genomic transcripts in mammalian cells encode miRNA, nearly 30 percent of the encoded genes may be regulated by miRNA.

Analysis of the 5-HTT gene reveals many putative sites for miRNA activity that may provide a mechanism for adaptive changes in the expression of the transporter.
 The relevance of miRNA to 5-HTT, or to individual differences in brain structure and function and behavior is not clear; however, a study of 359 college students, by Jensen and colleagues, showed that miRNA-directed silencing of the serotonin 1B receptor gene (5HTR1B) is associated with aggressive behavior.
 The study identified a polymorphism (rs 1321204/A allele) in the 3′UTR of 5HTR1B that enabled miRNA-mediated reduction in expression. The repressive activity of this element is attenuated by a common human variant (rs 1321204 /G allele). In the study of college students, individuals that were homozygous for the A-allele reported more conduct-disorder behaviors than individuals with the G-allele. 

Canli closed with a summary of the limitations of these approaches to neurogenetics, particularly with respect to sampling. He explained that the regulation of gene expression is likely tissue-specific, such that a common question for approaches that sample gene products from cells in peripheral blood is whether peripheral tissues reflect a meaningful biomarker of upstream processes in the brain. Until such peripheral biomarkers are identified and validated, ongoing work in this field will require access to postmortem brain tissue and perhaps animal models. Ongoing work in the Canli laboratory focuses on studies to integrate the behavioral, neural, and genetic aspects of social stress, loneliness, and life stress by correlating fMRI and cortisol levels in live subjects. Gene regulatory mechanisms including DNA methylation, alternative spicing, and miRNA are also investigated in postmortem brains.

Discussion 
Canli explained that it is not clear how closely DNA methylation in leucocytes corresponds to DNA methylation in the brain. Bennett added that this is under investigation, and epigenetic maps should be available within a few years.

Workshop participants discussed other putative molecular markers of psychological stress, and in particular the work of Epel and colleagues who suggested that perceived and chronic social stress is correlated with shorter telomere length and cellular aging.
 

Lis Nielsen discussed experiments in literature that implicate environmental influences on DNA methylation. By employing a crossover design in the rearing of rats, Syf and colleagues demonstrated differential DNA-methylation patterns in the glucocorticoid receptor, based on the quality of mothering given in the first four weeks of life.
 Further, a study of mistreated children (N=101) found that the s allele of 5-HTTLPR confers a vulnerability to depression in individuals with histories of significant stress. The risk for depression associated with the s allele was moderated by 50 percent when environmental factors such as social support were available.
 

Phenomic Investigation of Neurobehavioral Traits in Large Populations Samples

Nelson Freimer, PhD, UCLA

Freimer spoke about genome-phenome relationships, noting that remarkable progress has been made in discovering the genetics underlying numerous human conditions: more than 900 replicated associations with significance of p≤5x10-8 have been identified for 165 traits such as heritable diseases, physical characteristics, and metabolic disorders. However, phenotypic measurements more suitable for large-scale studies due to the ease of measurement are least likely to yield the kind of data that can be easily explained by biology or genetics. 
In general, quantitative genomic analysis of complex behavioral traits has relied upon large population studies. Freimer pointed to the Northern Finland Birth Cohorts of 1966 (NFBC66) and 1988 (NFBC88) as examples of excellent tools that followed signs of disease and genetic, biological, social, and behavioral risk factors. The data from these cohorts included in GWAS yielded more than 100 replicated associations with significance equivalent to or greater than p<10-8. Although factors such as environmental and genetic heterogeneity are minimized in the NFBCs, there were very few significant and replicable genome-wide findings for behavioral traits. 

Freimer asserted that the lack of association for traits such as personality and temperament in GWAS may involve the myriad interests, attitudes, and methodological schema that conceive and measure personality.
 Therefore, using a consensus for the type of metric employed and a large enough sample size, associations for behavioral traits might be uncovered. However, even when a single tool was employed, such as the Cloninger or NEO scales with respectively 12,000 and 20,000 individuals, no significant genome-wide associations emerged.

These frustrations led to the development of a phenomic approach to the genetic characterization of behavior. Phenomics involves the systematic measurement and analysis of qualitative and quantitative traits on multiple biological levels and on a genome-wide scale. From the perspective of human behavior, phenomics occurs at the intersection of elements in the phenotypic space (e.g., brain structure, neurocognitive function, and brain function) with elements in the genomic space (e.g., functional genomics and genetic variation). Freimer described the goals of the NIH-funded Consortium on Neuropsychiatric Phenomics (CNP), part of the “Roadmap Project,” at UCLA and explained three ways that the group is using these methods to parse behavioral traits that have not yielded to conventional GWAS. 

Freimer related examples of research currently in progress that demonstrate the value of research to find the genetic basis for behavioral traits using animal models. Such science is supported by the CNP because of the availability of cross-species genotype/phenotype databases, which permit the interrogation of animal models of behavior in order to help define the genetic characteristics of human phenotypes. He explained that animal models are an underutilized asset in phenomics research and that even economic traits such as impulsivity can be modeled in nonhuman primates because they have social organizations roughly similar to those of humans. The use of nonhuman primates can permit the study of functional genomics in any tissue—including the brain. Given large enough data sets it may be possible to characterize patterns of functional genes that are related to higher order phenotypes and might be conserved in humans. 

Another platform of the CNP is to refine phenotype definitions across conventional diagnostic boundaries. These approaches adapt the concept of multi-level phenotypes, for example, syndromes, symptoms, cognitive concepts, neural systems, signaling systems, genes, and proteins to help investigators look at the broader relationship between candidate transcripts and phenotypes.
 Freimer explained that small studies with neuroimaging can be used to test hypotheses about complex relationships between readily assessable phenotypes and candidate transcripts, which in turn can be used to identify variances in a larger population. 
Phenotype mining was described as a method that identifies genetic variations then searches for corresponding phenotypes in affected individuals. In the NFBC66 cohort, a genome-wide scan of copy number variants (CNVs) of deletions of 500 kilobases (kb) or more was conducted, and the genes believed to be related to neurodevelopment phenotypes (e.g., autism and schizophrenia) were studied. Compared with 4,381 individuals who did not have large CNVs, affected individuals (N=16) appeared significantly more likely (p<0.009) to be one or two grade levels behind their peers at age 14. 
Freimer concluded that genetic associations for neurobehavioral measures require genome-level investigation of large samples and phenotypes that map to the underlying biology. Comprehensive phenotyping—phenomics—is a strategy to deal with this. This involves multistage studies that use gene expression as intermediate phenotypes, translation across multiple model systems, and novel approaches to analysis.
Discussion
Participants discussed the field of behavioral science in comparison to the rest of biomedical research and reached the conclusion that a comprehensive retooling was needed in order to appreciate the genetic data emerging from GWAS. There are challenges to deconstructing behavior to its genetic elements and a lack of consensus about the determinants of complex behaviors and how they relate or map to networks. Discussion ranged around the general utility of the three major strategies of the CNP.
It was noted that different behavioral traits and permutations other than CNV could have been chosen for phenotype mining of the NFBC66. Friemer explained that 500kb is a significant deletion in the genome and that it was remarkable to learn that people who lack these sequences can appear without any phenotypic effect. He pointed out that evidence from the literature has associated CNV with schizophrenia and autism in a number of studies. According to Freimer, because the results have not yet been published, replication has not yet been attempted in large European populations.

A second line of questioning was related to the use of behavioral genetics in animals to find related genes in humans. Samuel McClure mentioned that monkeys do not behave as humans do and questioned whether economic behavior could be modeled in nonhuman primates. Friemer responded that nongenetic contributions to behavior (e.g., going to work) are minimized under laboratory conditions in nonhuman primates and hence there is a potential to get better measures in animals. Alternatively, humans can make compensatory lifestyle choices—for example, individuals who are easily stressed might choose very low-stress jobs—that laboratory animals cannot make. 
The group agreed that the use of GWAS has limitations. Richard Suzman remarked that scientific know-how has not quite advanced to the state of connecting GWAS to complex traits and that another layer of analysis needs to be developed and applied in a systematic manner. However, Erica Spotts noted that GWAS have proven useful for refining phenotypes, which is essential for determining underlying genetics. Canli added that genomic data from GWAS should not be treated as independent data points but instead as part of a biological network of functional and signaling pathways. All future analyses must take this into consideration.
Finally, the role of neuroimaging in evaluating complex behavioral traits was criticized. Freimer stated that despite the replication of data and a high degree of statistical significance, most imaging genetics studies lack sufficient power to be true reflections of genetic function. Canli suggested that combining GWAS with neural imaging would only be fruitful if conducted within clearly constrained biological models of behavior.
IV.
Neuroeconomic and Cognitive/Affective Neuroscience Approaches to Capturing Individual Differences in Economic Behaviors: Short Presentations on Promising Candidate Measures
Inter-temporal Choice

Samuel McClure, PhD, Stanford University
When performing calculations of inter-temporal choice, k is typically the parameter governing the degree of discounting, where fH(D) is the discount factor that multiplies the value of the reward, and D is the delay in the reward:


Considered to be relatively stable, k lends simplicity because it is one parameter that correlates with such interesting individual factors as intelligence quotient, socio-economic status, psychiatric status, emotional response, and even age, although the literature on k’s correlation with age is inconsistent. 

The drawback of k is that it represents the summarized annualized discount rate, that is, the minimum an individual would exchange later for a set amount now. This rate declines with time in a hyperbolic fashion but changes depending on the discount subject, for example, money versus juice, and with magnitude. These changes are accounted for by the hyperbolic discounting model. However, other factors will influence k as well, including date-delay effects, delay speed-up asymmetry, preferences for improving sequences, visceral effects such as hunger, modality effects such as which goods are discounted, and a number of smaller effects: hidden zero effects, reference points, and decimal or rounding effects. Therefore the simple equation noted above is not in reality simple at all because k is not a single parameter; it requires multiple variables measured in context for the hyperbolic discounting model to be predictive.

Multiple neural systems contribute to delay discounting, showing differential activation to different aspects of the model. For example, limbic reward-related areas show greater activity when an inter-temporal choice includes an immediate reward than when the options include only delayed rewards; in contrast, cortical areas respond to inter-temporal choices in general but do not exhibit sensitivity to immediacy. This indicates that delay discounting is a complex primary economic measure, the underlying genetics and biology of which might be more easily understood if it is broken down and studied via its various component parts, such as reward sensitivity. Ongoing studies are evaluating the changes with age in behavior and neural activation on delay discounting tasks, evaluating effects of factors such as experience with delayed rewards and outcomes.

Discussion
The group agreed that several factors contribute to discounting, which is demonstrable in everyday situations. The factors influencing k might not map to phenotypes that readily correspond to genetic polymorphisms; however, empirical evidence suggests that behavioral measures are not the only influences on an individual’s discounting decisions. More work remains to be done on discounting, for example, to understand the interaction between intelligence and present-bias more fully.
Risk-Taking Tasks
Carl Lejuez, PhD, University of Maryland

Lejuez discussed risk-taking in the context of laboratory tasks designed to test an individual’s tolerance for risk. The Iowa gambling task involves four decks of cards, the riskier two of which involve big hypothetical wins and large potential losses, the other two smaller wins and losses. In this task it is more risky to choose the riskier decks, and participants who choose the riskier decks are deemed to be making poor decisions.

Sequential risk-taking tasks involve not simply avoiding bad decisions, but taking risks to enable a positive outcome. The Balloon Analog Risk Task (BART), for example, involves pressing a button to inflate a hypothetical balloon.
 Each press of the button increases the size of the balloon and accrues money but risks popping the balloon, at which point the pay-off decreases to zero. Participants can choose to stop and take the money accrued at any time. Therefore participants must find a balance between earning more money and losing what has already been accrued. The balloon pops at an average of 64 clicks, not randomly, but participants are not told this. Participants who click the balloon more are considered to be more risk-taking than those who click less. In studies with children and young adults, BART has proven to be a reasonable predictor of real-life risk-taking behavior. Clinically, BART has shown some utility as cross-sectional assessment of risk-taking propensity and as a proxy for risk-taking behavior. BART has not yet been optimized and has the potential for measuring biological vulnerabilities and outcomes.
BART was used to test the hypothesis that the presence of a friend would increase risk-taking: participants first performed the task alone and then performed the task with a silent friend or with a friend who was being paid to encourage risk-taking. The presence of a friend increased risk-taking whereas a friend who encouraged risk-taking increased it a great deal more. The test can be modified to evaluate more subtle influences as well, such as putting a negative sign on the amount that would be lost if the balloon pops—which decreased risk-taking slightly—or requiring a certain number of clicks to the balloon and offering insurance on losses.
BART does have some draw-backs as a measure of real-life risk-taking. It has been shown to have limited correlations with risk-related self-report measures, and its role as long-term predictor of risk-taking is unclear. People tend to be risk-averse on the task, even with learning, which creates multiple interpretive problems. BART offers a limited perspective on risk-taking because, for example, it does not differentiate between harmful and more positive risk-taking. Future directions for optimizing BART include consideration of what information to offer participants, whether to have participants make each click individually or type in the number of clicks they’d like, and other adjustments to modify the task’s ecological validity.
The Maryland Resource for the Behavioral Utilization of the Reinforcement of Negative Stimuli (MRBURNS) is based on BART and introduces negative reinforcement to the task by adding an aversive noise to the task that is reduced slightly with each click, thus mimicking peer pressure. In a population of college students, MRBURNS has demonstrated initial promising psychometrics and meaningful relationships with key constructs and alcohol problems, correlating with the motives of coping and conformity but not with those of socialization and enhancement. Such considerations are used to adapt laboratory tasks to assess larger issues.
Discussion
Discussion focused on the cognition behind delay discounting tasks, which rarely correlate with outcomes on one another. Perhaps the lack of correlation related to differential cognition underlying clicking for every pump of the balloon versus choosing a number of clicks to be applied at once. Few imaging studies have examined the brain regions activated during delay-discounting tasks to correlate neural activation with the aspects of risk-taking each task taps.
Capturing Individual Differences in Impulsivity: Response Inhibition
Eliza Congdon, PhD, University of California, Los Angeles

Impulsivity is a multidimensional character trait that predicts risky decision-making and behavior. Because impulsivity is a multidimensional trait—incorporating acting without consideration of consequences, inability to delay reward, and failure to learn from feedback—genetic analysis has proven challenging. Genetic studies are most successful when distinct, reliable phenotypes that are clearly related to biological mechanisms are examined. Response inhibition is a factor of impulsivity that reflects an individual’s ability to suppress a prepotent or habitual response. Response inhibition has been shown to be related to trait impulsivity, some psychiatric illnesses, and a number of academic, health-related, and problem behaviors. It exhibits robust individual differences, is heritable, and is underlain by a well-characterized neural circuit. Response inhibition, therefore, is a suitable phenotype to interrogate neurogenetic mechanisms underlying impulsivity and risky decision-making.
Stop-signal tasks are often used to evaluate response inhibition. Congdon uses a stop-signal task in which participants are asked to respond to an image of an arrow pointing in one direction or another; a subset of trials include an auditory signal to withhold the response. The stop-signal reaction time (SSRT) is tracked in each trial: if the participant failed to inhibit the response the next stop-signal will be given 50 milliseconds earlier in the trial, whereas if the response was properly inhibited, the next stop-signal will be delayed by 50 milliseconds.
 This task results in approximately 50 percent inhibition and provides an estimate of the participant’s overall SSRT, which is a measure of inhibitory control.
Congdon’s team pooled data across multiple neuroimaging studies to detect brain/behavior correlations in a way that is substantially more powerful than voxelwise analyses. Independent component analysis, a data-driven approach to identifying independent patterns in multivariate data, enabled determination of independent components to relate to behavior while reducing the dimensionality of the data and reducing the overall number of comparisons. Rather than testing (and correction for) correlations between approximately 200,000 voxels and SSRT across subjects, a method to correlate 20 independent components with SSRT enabled the detection of a negative correlation between stopping ability and a previously-reported right-lateralized fronto-basal ganglia network, and a positive correlation between stopping ability and the default-mode network.
 A study validating this work indicated that activation in the same right-lateralized frontal basal-ganglia network predicts approximately 20 percent of the variance in behavior (SSRT).

This work led to the conclusions that brain/behavior correlation analyses benefit from the use of dimensionality reduction, which made possible another level of specificity in the response-inhibition phenotype. The behavioral and neural response-inhibition phenotype is distinct—holding up to predictive evidence—robust, reliable, and can be standardized. It is precisely defined and can be objectively measured, and it relates to distinct underlying biology. Therefore, this is a reasonable phenotype for genetic investigations. 

Discussion
Nielsen inquired whether involvement of a default network implies that response inhibition might be more related to an individual’s tendency to act on “auto pilot” rather than his or her risk-taking. Congdon replied that response inhibition most likely involves both because it was shown to engage both the default and the inhibitory control networks. 
Valence Effects in Incentive Processing
Gregory Samanez-Larkin, PhD, Vanderbilt University 

Age-related differences in incentive processing show valence effects such that older adults attend better to positivity and are less sensitive to the prospect of losing than younger participants. Samanez-Larkin and his team evaluated this in the context of finances with a monetary incentive delay task, which offers different cues that indicate whether participants will win or lose money based on their performance.
 This enables investigators to assess participants’ sensitivity to winning or losing. When asked about how they feel when they see the cues, elderly participants did not rate their response to a loss cue as negatively as younger participants.
 Neuroimages accompanying this task similarly showed no age-related differences in response to positive cues, but did show differences in the caudate and insula in response to loss anticipation.
 Other studies have shown similar positivity-related age differences in older adults.

A subsequent task involved participants learning through trial and error which of two options has a higher probability of winning money or avoid​ing money loss. Individuals more sensitive to money loss in the previous task were significantly better at learning to avoid losses. Imaging confirmed what would be expected from the results of the previous study, that the anticipatory biases in neural activity were associated with learning to avoid monetary losses.

To validate whether performance on the monetary incentive delay task correlated with real-world behavior, Samanez-Larkin’s team evaluated participants’ assets and debts via self-report and credit reports. Controlling for demographic factors, they found that this measure reliably predicts ﬁnancial outcomes: gain learning was associated with real-world accumulation of assets and loss learning was associated with real-world accumulation of debt. In addition, they saw dissociation between loss and gain, such that loss learning did not predict assets and gain learning did not predict debt. The conclusions from this work are that there are important age-related changes in affective biases that may influence economic decision-making and influence financial outcomes; emotional biases will influence learning; and “affective” learning systems influence real-world outcomes.
Executive Control & Economic Phenotypes: Example Paradigms
Todd Braver, PhD, Washington University
Braver’s work focuses on executive control in economic paradigms and has uncovered a relative under-attention by the field to the role of motivation and goals in cognitive tasks. Thus his team has devised tasks that manipulate the motivational value of cognitive control processes. Their goals were 1) to create tasks that enable independent assessment of motivation and cognitive control and their interaction, and 2) to allow behavioral effects to be related to underlying neural mechanisms. This would allow identification of phenotypes as the sources of individual difference and in relation to well-known constructs such as personality traits.
The incentive task-switching paradigm involves participants being presented a face with a word over it on each trial and being told in advance of the presentation whether to identify the gender of the face or the number of syllables in the word. On single-task blocks participants are told in advance to which cue they should attend for that block of trials; on switching blocks participants are randomly switched between tasks and are only told to which cue to attend immediately before each trial. The task preparation and switching is related to cognitive control. The incentive reward for each trial is randomly varied and can be nil; this relates to motivational control. This paradigm allows measurement of incentive facilitation by comparing performance on differently incentivized trials, and the switch cost by measuring the delay incurred between responses on trials of different tasks. It also allows evaluation of the interaction of motivation and cognitive control by observing how motivation improves performance or how much the switch cost reduces incentivized performance. The results showed that performance was improved and task-switch costs selectively reduced on incentive trials, suggesting a significant interaction between cognitive control and motivation.

Neuroimaging in conjunction with this paradigm showed that trial-by-trial fluctuations in incentive value were associated with activation in reward-related brain regions, such as the midbrain dopamine system, and modulated the switch-selective activation in the cognitive control network in the lateral prefrontal cortex. It also showed activation of the dorsolateral prefrontal cortex in response to incentive predicted task-switching, but more so in the left hemisphere.
 In a paradigm testing working memory performance in the context of random incentives, highly reward-sensitive individuals exhibited greater improvement of working memory performance but only on trials that were not rewarded. Accompanying neuroimaging showed that this effect was mediated by a shift in activation patterns within right dorsolateral prefrontal cortex.

Together these results suggest that the interaction between motivation and cognitive control might index unique construct and neural mechanisms, with differential activation of cognitive goals based on the motivational value. The advantages of incentive task-switching paradigms include independent assessment of cognitive control, motivation, and interaction within a single task that reveals both behavioral and neural markers, individual differences, and sensitivity to differences in personality. The next steps for Braver’s team include optimizing the paradigm, testing external validity in terms of the paradigm’s predictive power for economic behaviors, and clarifying the paradigm’s psychometric properties. Ongoing studies involve investigation of genetic links and age/developmental effects. 
Braver has done additional work on cognitive control in delay discounting, related to inter-temporal choice and control processes, which are engaged more effectively by consumable rewards and delays and are more easily identified by dynamic neural signatures. The goals of this work include identification of unique discounting mechanisms and relating behavioral discounting effects to underlying neural mechanisms. This work might be useful in identifying phenotypes by establishing test-retest stability and relating outcomes to well-known constructs such as impulsivity and self-control.
The experiential liquid delay discounting paradigm involves offering thirsty participants a juice incentive that would be between 1 and 5 milliliters immediately or would include an additional amount up to 10 milliliters after a delay between 30 and 60 seconds. The results showed robust evidence of discounting fit by a hyperbolic function across three different studies. This paradigm showed no correlation with performance by the same individual on a similar task involving monetary rewards. Both the juice and the monetary rewards were reliable within individuals across sessions but not between separate sessions.
 Preliminary results on a small sample of older adults showed a reliable double dissociation, with steeper discounting for liquid rewards and shallower discounts for money than in younger adults. Neuroimaging of this paradigm during choice, delay, and consumption identified two distinct neural systems. Steep discounters showed activation of the ventral striatum and nucleus accumbens during the delay between choice and reward, perhaps reflecting subjective value of the juice; shallower discounters showed decreased activation in these regions but increased activation in the anterior ventral prefrontal cortex during that period, perhaps reflecting the anticipatory utility of the juice. This led to the conclusion that anticipatory utility might be a decision-biasing mechanism of self-control. Although this paradigm presents methodological challenges in the laboratory set-up, it has the advantages of testing a well-established economic measure with a potentially unique construct. Additionally, it includes behavioral and neural markers, and shows individual differences in the relevant economic phenotypes of impulsivity and self-control. Next steps will include evaluating neural markers of the observed aging effects and performing more tests of external and discriminant validity.

Discussion

Discussion centered on whether neuroimaging was able to predict which participants would be more patient, that is, choose the delayed reward more frequently in the experiential liquid delay discounting paradigm. Activation in the nucleus accumbens predicted this somewhat, but the predictive value of the neuroimaging was decreased because the paradigm was biased toward rewarding the delay choice.

MAOA-L Carriers Are Better at Making Optimal Financial Decisions under Risk

Cary Frydman, California Institute of Technology

Twin studies suggest that the heterogeneity in financial-market investment behavior
 can be partly attributed to genetic variation.
 Frydman’s team uses a candidate gene approach along with methods from behavioral economics and neuroeconomics to identify the psychological mechanism that mediates the link between genes and economic behavior. The genes that might be associated with financial decision-making are those that regulate dopamine and serotonin: 

· Monoamine Oxidase A (MAOA): Low activity MAOA (MAOA-L) has been associated with aggressive and impulsive behavior
 and pathological gambling.

· Serotonin Transporter (5-HTT): The “short” allele of 5-HTT has been implicated in risky investing,
 anxiety,
 and susceptibility to behavioral biases.

· Dopamine D4 Receptor (DRD4): Humans with a copy of the 7R+ allele of DRD4 have been associated with pathological gambling
 and financial risk-taking.
,

Frydman’s team hypothesized that subjects with the MAOA-L, 5-HTT-short, and/or 7R+ DRD4 genotypes would be expected to make riskier financial choices. Male subjects (chosen because men have only one copy of the MAOA gene) were genotyped and given a task of 140 time-pressured trials in which the participant chooses between a 50-50 risk option (e.g., +$4.00 or 
-$7.00) and a certain option ($0.00) in which the monetary amounts vary and in which participants are paid according to their decision and the outcome of one randomly chosen trial. The time pressure was introduced to the task to reduce uniformity of responses. The team developed a computational model to test whether risk preferences correlated with the three genes. The results showed that subjects with the MAOA-L variant chose the risky option significantly more frequently than subjects with the high (MAOA-H) variant. No significant differences were seen on this task between individuals with DRD4 7R+ or 7R- variants or individuals with homozygous short, heterozygous, or homozygous long 5-HTT alleles. The lack of replication of earlier studies might be due to any number of reasons, possibly the procedure used to elicit risk preferences. The genotypes evaluated did not correlate across the subject pool. Additionally, the MAOA-L and MAOA-H genotypes did not correlate with loss aversion or risk aversion.  Instead, they found that a parameter which controlled the optimality of decision-making in the gain domain correlated with the MAOA gene. 
Consistent with previous findings, Frydman’s team concluded that MAOA-L carriers exhibit riskier behavior. By estimating a computational model, they were able to establish the mechanism that drives heterogeneity in financial choice: MAOA-L carriers choose to take a financial risk more often, but only when it is advantageous to do so. This emphasizes the importance of precise economic phenotyping for understanding genetic underpinnings of heterogeneity in such complex behaviors as investment choices.

Discussion

Frydman explained that MAOA catabolizes the monoaminergic neurotransmitters: dopamine, serotonin, and norepinephrine. The MAOA-L variant has lower enzymatic activity, which leads to higher levels of norepinephrine that might enable MAOA-L carriers to make the optimal selection more frequently, as has been shown in animal models.

V.
Moving Forward: Proposed Approaches and Challenges

Beyond Parameters: Understanding Psychological Processes and the Case for Mindful (Geno)Economics

Elke Weber, PhD, Columbia University

Weber commented that one common theme running through the workshop presentations is that phenotypes of human economic behavior are more complex than was generally anticipated. Many influences beyond genetics contribute to phenotypes such as loss aversion, risk aversion, and discounting. Before attempting to understand these fully, it might be necessary to model intermediates such as brain structures and neural processes. It might be worthwhile to examine behavior that is based on automatic, associative, affective processes and brain structures in laboratory animals before trying to evaluate frontal cortex, symbolic representation, and deliberative processes in humans. If the goal is to discover how genetic polymorphisms map to economic behavior, it must be recognized that genes determine processes, numerous processes interact to form behavioral outcomes, and observable behavior can be reached in many ways. 

If the search for genetic mapping of complex economic outcomes is likely to be futile, then neuroeconomics might begin looking for genetic associations with generally agreed upon economic phenotypes: risk aversion, loss aversion, and discounting. 

Risk-taking, like other economic phenotypes, is not determined by a single process with some parametric variation. Rather, it relies on multiple processes—both cognitive and affective/motivational—that involve information acquisition, evaluation, and integration. These processes and their joint output of risky behavior are influenced by numerous characteristics of the decision-maker, including age, gender, education, socio-economic status, past experience, expectations, and genetic makeup. They also will depend on other factors such as the domain of the decision and the situation, context, frame, and response mode. The multiple processes contributing to risk choice are exemplified by neuroimaging studies demonstrating that expected utility and risk-return correspond to activation of different networks in the brain. Genetic determinants might be distinct for each. 

Weber offered examples of the multiple influences on economic outcomes. The interaction of gender and age can be seen in self-reports of risk-taking, perceived risks, and perceived benefits.  The influences of past experience and expectation are shown in a study of investment behavior that showed that participants from a culture with collectivism were less likely to be risk-averse due to lower perceived risk. Risk-taking and perceived benefits have been shown to differ between subsamples of the general population and, for example, subpopulations of hang-gliders, casino gamblers, or health-risk takers: they do not see their choices as less risky but as more rewarding than others see them.
 Domain specificity can be seen in self-reports based on the Domain-Specific Risk-Taking (DoSPERT) scale 
,
 for which the five domains have been found to correlate with laboratory and real-world risk-taking in numerous studies. 

The Columbia Card Task (CCT) perhaps best exemplifies the influence of situation on risk-taking. It includes the independent variables for which cognitive strategies will account: probability (with 1, 2, or 3 hidden loss cards), gain amount (10, 20, or 30 points), and loss amount (250, 500, or 750 points). This task has several advantages:
,
 participants like to play it; it is dynamic with hot and cold versions; it allows evaluation of the impact of gain magnitude, loss magnitude, and probability of loss; it may be administered online; and a version has been developed that can be conducted concomitantly with fMRI. Self-reports indicate that the hot version involves more “gut-level” decision-making, less use of mathematical strategies, and greater levels of excitement. This was corroborated by skin conductance data, which indicated greater involvement of affective processes in the hot version than in the cold. Behavior on the CCT also demonstrates the additive and interactive effects of contributing processes, for example, with greater risk-taking exhibited by teens compared to older adults on the hot version and no age-related differences on the cold version. Risk-taking on the hot version of the CCT also has been shown to correlate with particular genotypes: catechol-O-methyl transferase genotype correlates to overall risk-taking, while DRD4 and MAOA genotypes correlate with portions of the task.

Complications identified for measuring risk-taking apply to measuring loss aversion and discounting as well. Different neural and genotypic variation predictions depend on specification of the processes giving rise to loss-aversion behavior, with differences in the affective reaction to perceived gains versus losses and difference in the evidence recruitment process. This is consistent with multiple determinants of loss-aversion behavior. Different patterns of brain activation are seen in loss-aversion studies, and these patterns vary with details such as the presence or absence of feedback, suggesting a hot/cold distinction.

Defining an economic phenotype depends on how closely one looks. Phenotypes such as risk attitude, cognitive control, numeracy, and emotion regulation might need to be divided into component parts with structural equation modeling to establish connections between constructs, and genetic polymorphisms might be found to be related to component processes or brain structures or circuits mediating these processes. Mapping across a range of economic behavioral domains will be an advantage in this endeavor. 

VI.
Discussion and Integration—Research Needs, Development of a Toolkit for Measurement of Economic Phenotypes

Nielsen began the discussion by asking what steps need to be taken to develop precise economic phenotypes, what phenotypes offer the most promise, and how can those phenotypes be mapped meaningfully onto the HRS.  While the meeting was initially framed to examine broad phenotypes such as risk taking, inter-temporal choice, and affective biases, the presentations and discussions suggested the need to focus on more fine-grained behaviors, such as sensitivity to immediacy, response inhibition, and gain vs. loss learning profiles.
The group discussed sample sizes, noting that large samples sizes, in the tens of thousands of participants, are required for gene discovery, whereas smaller sample sizes may be used for uncovering mechanisms of gene action or the impact of genotypes on phenotypes. Bennett noted that the HRS sample size of 20,000, although perhaps sufficient for discovery of genes underlying complex traits, might, with its deep phenotyping, have sufficient numbers to take novel approaches to investigating the population impact of genes discovered by others. Alternatively, the HRS might be leveraged to combine with other cohorts containing similar phenotyping into a consortium for gene discovery on clearly defined economic phenotypes. An important consideration in making such plans is that GWAS might be passé in a few years when whole genome sequencing becomes affordable.

The discussion turned to the infrastructure that might be useful in advancing the genetics of neuroeconomics. Braver noted that it is unlikely that genetics can be associated with behavioral markers without the brain as a bridging construct. He suggested that it would be extremely useful to have a central, publicly accessible, neuroimaging database, akin to the database of dbGaP for sequencing data. Resting-state images, for example, would be useful for canonical analyses, and could be re-accessed for further analyses as methods improve. Accompanying this should be incentives for neuroimaging studies to include genotyping by default. Perhaps NIH could support a neuroimaging repository and provide supplements for collecting DNA samples on participants in neuroimaging studies. Such a resource would be invaluable for large-scale replication of studies such as that presented by Frydman and for revisiting imaging data as economic phenotypes are better refined. The case can be made that the lack of a central database of imaging data leads to a great deal of duplication of effort, and a common repository might preclude such redundancy.

Before the HRS is modified to include measures of economic behavior such as risk-taking, Camilia Kuhnen noted that it will be crucial to validate, perhaps in small samples, which laboratory measures best reflect real-life behavior. Canli asserted that the most useful tasks will be those that are linked to identified neural circuitry that are available in an online version not as self-report questionnaires but game-like, as are the CCT and BART. Lejuez cautioned that it will not be worth incorporating any risk-taking or other economic-phenotype testing into the HRS until the measures have been improved a great deal; the performance on extant tasks rarely correlates with performance on any other. Individual context should also be considered, in that participants might perform very differently depending on how they feel at the time of testing. Elke Weber suggested a competition in which researchers submit instruments and each is tested for predictive validity against a pre-defined population.
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